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Abstract

This paper presents the foundational frame-
work and initial findings of the Balanced Ara-
bic Readability Evaluation Corpus (BAREC)
project,! designed to address the need for com-
prehensive Arabic language resources aligned
with diverse readability levels. Inspired by
the Taha/Arabi21 readability reference (Taha-
Thomure, 2017), BAREC aims to provide a
standardized reference for assessing sentence-
level Arabic text readability across 19 distinct
levels, ranging in targets from kindergarten
to postgraduate comprehension. Our ultimate
goal with BAREC is to create a comprehen-
sive and balanced corpus that represents a wide
range of genres, topics, and regional varia-
tions through a multifaceted approach combin-
ing manual annotation with Al-driven tools.
This paper focuses on our meticulous anno-
tation guidelines, demonstrated through the
analysis of 10,631 sentences/phrases (113,651
words). The average pairwise inter-annotator
agreement, measured by Quadratic Weighted
Kappa, is 79.9%, reflecting a high level of sub-
stantial agreement. We also report competitive
results for benchmarking automatic readability
assessment. We will make the BAREC cor-
pus and guidelines openly accessible to support
Arabic language research and education.

1 Introduction

Readability, the measure of how easily a reader
can understand a written text, is essential for effec-
tive communication across diverse audiences. It is
closely associated with text leveling, which catego-
rizes texts into readability levels based on factors
like orthography, morphology, syntax, and vocabu-
lary complexity. Developing readability models
is vital for improving literacy rates, aiding lan-
guage learning, and enhancing academic achieve-
ment. However, in Arabic language education and

'5 5\ bAriq is Arabic for ‘very bright and glittering’.

research, there is a significant lack of standard-
ized resources for assessing text readability across
various proficiency levels. This challenge is com-
pounded by Arabic’s intricate linguistic features,
such as rich morphology and lexicon, and its highly
ambiguous orthography.

The work presented in this paper is part of a
larger project — the Balanced Arabic Readability
Evaluation Corpus (BAREC) — whose goal is to de-
velop resources and tools for fine-grained readabil-
ity assessment across a broad space of genres and
readability levels. Inspired by the Taha/Arabi21
readability reference (Taha-Thomure, 2017), which
has been instrumental in tagging over 9,000 chil-
dren’s books, BAREC seeks to establish a standard-
ized framework for evaluating sentence-level® Ara-
bic text readability across 19 distinct levels, ranging
from kindergarten to postgraduate comprehension.

Our contributions are as follows: (a) we define
detailed guidelines for fine-grained sentence-level
readability annotation across 19 levels; (b) we cu-
rate and annotate a unique corpus with a di-
verse mix of genres comprising 10,631 segments
(113,651 words); and (c) we use the corpus to
build automatic readability assessment models
and benchmark them.

2 Related Work

2.1 Readability and Leveling

Definitions Readability correlates with under-
standing, retention, reading speed, and engagement
(DuBay, 2004). Students given texts above their
readability level may become unmotivated and dis-
engaged. Klare (1963) defined readability as the
ease of understanding a text, while Nassiri et al.
(2023) noted that readability and legibility depend

“We segment paragraphs down to syntactic sentences.
However, we use the term sentence even for small standalone
text segments such as phrases and single words (e.g. book
titles).



on both external features (e.g., production, fonts,
look and feel) and content-related features. In class-
rooms, text leveling helps match books to students’
reading levels, fostering independent reading and
comprehension (Allington et al., 2015).

Readability Granularity We distinguish two or-
thogonal aspects of readability granularity: text
granularity and level granularity. Text granular-
ity refers to the text unit size: a book, a chapter, a
document, a paragraph, a sentence, a phrase or a
word. Level granularity refers to the readability lev-
eling scheme’s degree of detail, e.g. Al-Khalifa and
Al-Ajlan (2010) used a 3-level scale, the Common
European Framework of Reference for Languages
(CEFR) has 6 (Council of Europe, 2001), Fountas
and Pinnell (2006)’s system has 27 levels from A
to Z+ (Kindergarten to Highschool/Adult), while
Taha-Thomure (2017)’s system has 19.

2.2 Arabic Readability Efforts

Taha/Arabi2l Taha-Thomure (2017) presented
an Arabic text leveling system that is inspired by
Fountas and Pinnell (2006) and framed for the field
of Arabic education. Her target text granularity is
a book, and her level granularity is 19 levels, with
special focus on the introductory levels (e.g., 11 of
the 19 are up to around 4 grade). Taha-Thomure
(2017)’s procedural framework employs ten quali-
tative and quantitative criteria to help school teach-
ers level children’s literature they use and match
the right book level with each student’s readabil-
ity level. The criteria are as follows: text genre,
abstract ideas used in the text, choice of vocabu-
lary and its distance from dialects, text authenticity,
book production, content, sentence structure, illus-
trations, use of diacritics, and number of words.
This was a departure from the earliest text-leveling
efforts that looked at the number of words in a sen-
tence and the number of syllables in each word.
These leveling criteria have been adopted by the
Arab Thought Foundation (ATF), under the project
Arabi21 which funded the leveling of 9,000 chil-
dren’s literature titles.

Arabic CEFR A number of efforts targeted the
use of CEFR leveling for Arabic texts at different
text granularities. The KELLY project (Kilgarriff
et al., 2014) developed monolingual and bilingual
word lists for language learning. This project aims
to map the most common 9,000 words in nine
languages (including Arabic) onto CEFR levels
through corpus-based frequency analysis and com-

parisons between translated language pairs across
the said nine languages. Habash and Palfreyman
(2022) manually annotated short essays written in
Arabic and in English in CEFR. Abo Amsha et al.
(2022) presented a detailed reference on Arabic
CEFR leveling for non-native speakers. Naous
et al. (2023) created a manually annotated CEFR-
leveled dataset in five languages, including Arabic.
Soliman and Familiar (2024) created an Arabic
vocabulary profile suitable for CEFR Levels Al
and A2. They constructed it by prioritizing words
based on their prevalence across multiple dialects,
frequency of use, and linguistic complexity.

SAMER As part of the Simplification of Ara-
bic Masterpieces for Extensive Reading (SAMER)
project, Al Khalil et al. (2020) developed a 26K-
lemma lexicon with a five-level readability scale,
later extended to 40K lemmas (Jiang et al., 2020).
The levels range from L1 (Low Difficulty/Easy
Readability) to LS (High Difficulty/Hard Readabil-
ity). They relied on three annotators from different
Arab countries to provide levels for each entry in
their lexicon. The project further led to the cre-
ation of the SAMER Corpus, the first manually
annotated Arabic parallel corpus for text simplifica-
tion targeting school-aged learners (Alhafni et al.,
2024). The corpus comprised 159K words from
Arabic novels (L5) and was mapped to two lower
levels (1.4, L3).

Automatic Readability Measurement While
our focus is on manual annotation of readability,
we are inspired by ideas, techniques, and insights
from previous efforts on automatic methods for
readability measurement. Al-Dawsari (2004) de-
scribed an Arabic readability formula that includes
five features: average word length, average sen-
tence length, word frequency, percentage of nomi-
nal clauses, and percentage of definite nouns. Al-
Khalifa and Al-Ajlan (2010) targeted three read-
ability levels: easy, medium, and difficult on man-
ually collected data from the reading books of the
elementary, intermediate, and secondary Saudi cur-
riculum. They selected a number of text features
such as the average number of syllables per word,
word frequencies, and n-gram language model per-
plexity scores. Forsyth (2014) used a machine
learning approach to process the online curriculum
of the Defense Language Institute Foreign Lan-
guage Center and concluded that most (19 out of
20) of the best features are from the POS-based
frequency feature set. Al Tamimi et al. (2014)



presented AARI, an automatic readability index
for Arabic which extracted seven features to cal-
culate readability, including the number of charac-
ters, words, sentences and difficult words. They
evaluated their work on Arabic texts from differ-
ent grades in the Jordanian curriculum. El-Haj
and Rayson (2016)’s OSMAN readability metric
makes use of script markers of MSA, and counts
the number of syllables through automatic diacriti-
zation. Saddiki et al. (2018) use a rich set of raw,
syntactic, and morphological readability features
to build feature vectors that represent documents.
They use these representations to train a classifier
that accurately predicts the readability level of doc-
uments in a four-level scale. Most recently, Lib-
erato et al. (2024) explored Arabic readability as-
sessment using rule-based methods and pretrained
models, achieving 87.9% macro F1 score at the
fragment level (L5-L4-L3) on the SAMER Corpus
(Alhafni et al., 2024).

Our Approach Inspired by Taha-Thomure
(2017), we extend their approach to the sen-
tence/phrase level to offer greater control over text
content and a more objective measure of variance
across larger texts. Our guidelines incorporate rel-
evant ideas from other efforts, focusing solely on
readability features, and excluding aspects like leg-
ibility or book design.

3 Readability Annotation Desiderata

We outline below the key principles for the BAREC
project guidelines:

Comprehensive Coverage Annotation guide-
lines will span a wide range of readability levels,
from kindergarten (Easy) to postgraduate (Hard),
with finer distinctions at lower levels.

Objective Standardization Standardized guide-
lines will minimize subjectivity, covering 19 read-
ability levels based on factors like dialect, syntax,
morphology, semantics, and content, avoiding over-
simplifications like word or sentence length.

Bias Mitigation Guidelines will reflect the di-
versity of the Arab world’s religions, ethnicities,
and dialects, ensuring inclusivity and considering
regional variations, especially in easier levels.

Balanced Coverage Data annotation will try to
balance readability levels, genres, and topics, ac-
knowledging the scarcity of certain texts, like chil-
dren’s books, and their inherent shorter length.

Enriching Annotations Texts with existing an-
notations (e.g., part-of-speech tagging, named-
entity recognition) will be prioritized to support
exploring readability in relation to other linguistic
features in the future.

Quality Control Trained annotators will ensure
high inter-annotator agreement, with additional
consistency checks for methodology robustness.

Open Accessibility The BAREC corpus and
guidelines will be openly available to support Ara-
bic language research and education.

Ethical Considerations Annotation will respect
fair-use copyright, and annotators will be fairly
compensated, with measures in place to reduce
task-related fatigue.

4 BAREC Guidelines

4.1 Readability Levels

We are inspired by Taha-Thomure (2017)’s nam-
ing convention of readability levels which use the
Abjad order of Arabic letters.> We will refer to
the BAREC readability level as c+letter number-
letter name, giving us the following 19 levels: cl-
alif, c2-ba, ¢3-jim, c4-dal, c5-ha, c6-waw, c7-zay,
c8-ha, ¢9-ta, c10-ya, c20-kaf, c30-lam, c40-mim,
¢50-nun, c¢60-sin, c70-ayn, c80-fa, c90-sad, and
c100-qaf. The higher increments pay homage to
this traditional way of letter counting, but also sig-
nify that the levels are not equally spaced, with a
lot more finer distinction in the early easier read-
ability levels. Figure 1 illustrates the scaffolding
relationship across the levels and their approximate
mapping to another readability resource (SAMER)
and education school grade levels. The BAREC
Pyramid also highlights the different levels of in-
volvements of various linguistic dimensions we use
in the guidelines. Table 1 presents representative
examples for each level.

4.2 Readability Annotation Principles

Reading & Comprehension The readability
level of a specific sentence or phrase, henceforth

3The Abjad order lists the Arabic letters typically
as C‘a..a kP V-3 I POVN S R VY a2 | Abjd hwz
HTy kimn s<fS grst 6xd DD~y — HSB Romanization (Habash
et al., 2007). The order is connected with numerical counts

starting from 1 to 10, followed by increments of 10 up to 100,
and further increments of 100 up to 1,000.
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Figure 1: The BAREC Pyramid illustrates the relationship across BAREC levels and linguistic dimensions, SAMER

levels, and education grades.

text, determines the ease of both reading and com-
prehension by linguistically and cognitively inde-
pendent readers. Our concern lies in the ability
to read and comprehend, not in linguistic produc-
tion nor linguistic analysis (rhetoric, grammatical
parsing, etc.). So, for reading, we focus solely
on pronunciation of lexical diacritics that reflect
the meaning of the word, and not on the ability
to identify grammatical diacritics that reflect its
syntactic position. And for comprehension, we
concentrate on the literal meaning and not on deep
levels of understanding (figurative, rhetorical, etc.).
The reading level we want to identify is that of
the independent reader at the specified level, not at
the instructional level where the teacher or parents
provide support, and the reader is reading to learn
new words as opposed to read to enjoy or learn new
higher levels of ideas.

Larger Contexts Larger texts (from paragraphs
to chapters and books) may contain sentences and
phrases of different readability levels, targeting spe-
cific audiences with specific intentions. But since
the focus is on sentences and phrases, we disregard
all of the following: (a) unavailable context, i.e., no
reading between the lines, (b) the source of the text,
e.g., not all Quranic texts are at a certain level, and
(c) the author’s intention, e.g., we do not use the
logic that geography lessons should be presented at
a specific grade level, and thus a specific readability
level.

Audience Considerations Since some texts may
make specific reference to religious terms from the
different religions of the Arab world, we opted to
define target reader audience as individuals who
have studied in non-religious private schools, as
such so we do not assume prior knowledge of the
Quran, the Bible, or specific religious terminology.

While we adopt Modern Standard Arabic, we

acknowledge that there may be some differences
across its use in different Arabic countries; we
anchor our decisions in Middle Eastern (Egypt,
Gulf and Levant) uses (as opposed to the Maghreb).
We leave expanding this effort to future work.

Readability Level Keys To determine the
BAREC readability level, we start with the assump-
tion of the simplest text, initiating at the lowest
level. Our primary goal is to identify the key that
unlocks the highest permissible level. Often, a sin-
gle feature i(key) s sufficient to reach t(unlock) his
highest level. Table 1 illustrates an example from
each level along with the feature that unlocks it. We
will now discuss the various features we consider.

A Note on Diacritics Arabic diacritics are typi-
cally optional, except in special cases like sacred
texts, children’s literature, educational materials,
and some poetry (Elgamal et al., 2024). While
grammatical diacritics may not always be essen-
tial for comprehension as syntactic relationships
are highly predictable, lexical diacritics hold im-
portance, though contextual cues can often suffice
for meaning prediction. Basic diacritization can
indeed enhance reading speed by resolving ambi-
guity; however, our focus in level evaluation isn’t
on reading speed.

In this work, we consider the independent reader
as someone who can comprehend a sentence with-
out relying on diacritics, grasping the basic word
meaning (and its polysemy). As such we will as-
sess textual readability regardless of the presence
of diacritics. In cases of ambiguity, the easiest suit-
able reading for the context must be chosen — in
contrast with our stated goal above of unlocking
the highest possible level. For example, in the sen-
tence L= O gh ale oda hoh sITh bdwn xyAr
has two readings without diacritics: ‘this is a salad
without cucumbers’ (easier readability vocabulary)



RL Arabic Sentence/Phrase Translation Level Reasoning
cl-alif &i5i| Rabbit One word - two syllables - familiar noun
c2-ba Al g Galal A large playground Noun-adjective
c3-jim ¥ ol sl Uil T ove the color red. Definite article
c4-dal LS4 zluall B 5 55 Geadll| The sun rises early in the morning. Prepositional phrase
¢5-ha- | A (uedd) dadly pdaiudy  yull e e yind 3adll| The cat rests on the bed and enjoys the warm sunshine. |4 conjioned sentence
c6-waw (il gsua S My behavior is my responsibility Five syllable word
c7-zay a1 5 A aglitia e auas o slitsy sBuaY)| Friends celebrate their friend's birthday with cake and Broken plural
amazing gifts.
c8-ha Cual & (Y u-\-uiﬂ' Oe Uﬂ! & e d—"-‘“i I listen to each of the following two paragraphs, then I Then: in level c8-ha ¢
answer:
c9-ta gall e el Ja dlaw b dlaw b iz e aad o3\ J5| He said in annoying, eloquent words: Oh fish, oh fish, do | Noun in the vocative case
e a8l you abide by the old promise
cl0-ya | GOS8 06 Ok G 08 kil 4 g 2K éﬂhg I asked you whether you were accusing him of lying before |Auxiliary Kaana
¥ &l he said what he said, and you said no.
c20-kaf AR s e A8 dmi olus| Hossam, his heart is happy because of his team’s victory. | Acting derivative (happy is predicative)
¢30-lam —Via s pdiia b ALy 3 Lie 558 3l 28 weny 221 Y| No one puts these flowers together in a bouquet, they are so | Parenthetical phrase
Joal G sl L) Lgde g aall (e (S 4d) A common—they have even been known to grow between
bl hilaal) Jia olSa dS’L,E iy «ua i paving stones, and spring up everywhere like
sLiglhy of S8 )58 585 13a L L) Jesi 5| weeds—and they have the very unsightly name of
.« “dog-flowers” or “dandelions.”
c40-mim | ol p2a 352 LS Sl Al € aa g rall Jady (a5l And whoever offers good deeds to someone undeserving | Conditional phrase
»'<| will be rewarded like he who gave shelter to a hyena
€50-nun | o5 G el Al gadiall clagwall 33050 o3 o Cus| This increase in charged particles indicates the spacecraft’s | General geography vocabulary
AN e (53 Apaddl) 2L 80 (Sl (ge 28 all| departure from the influence of the solar wind, which is
A ganall 3 san Cay )il (ans Cavn ey (531 5) (puadill| called the heliosphere (which, according to some
(&sadll| definitions, is the border of the solar system).
€60-sin | el 13 Bl 5l Alkay g Wi ¢ O Weiole e (S5| Tt was her habit to compare herself with the heroine of the | Specialized vocabulary that requires
Al A0 A ey 3 alliss lgle 25 4l gy Ulae) 43s| novel when she felt his admiration or praise for her, asking |understanding the concept comprehend its
Aseladly 1 3al Ju te V) g g (b Aalliall Jgus ¥| him smart and tricky questions that did not allow use
answering deceptively, except by joking and teasing.
¢70-ayn OIS (Al Al o ) (55,340 Ca | Historians assert that Al-Nabigha Al-Dhubyani was one of |Specialized and uncommon vocabulary
sl _adll Ll ady A8 (3l sl oda (A 4l o6 (puaSaAl) (1| the arbiters. In these markets, a dome is erected for him
o md Clili g (A 13 43 L3 (ad ¢pd 2 | s sadl| where poets go to present their poetry. Whomever he
&S )l praised, his fame spread, and his poetry circulated among
the caravans.
c80-fa 26801 (34 5 W (ke | Between the thrusts of lances and the fluttering of ensigns | Heritage vocabulary familiar to a novice
specialist
€90-sad | A&l daglially (a0 s 5l 5 Gl Lo Y (5 ¥ 9)[ T wasn't able to see except with extreme effort and Specialist vocabulary, symbolic poetic
difficulty like a water basin in solid undrillable land ideas that require prior knowledge
¢100-gaf 3 (e Ciual gilly (b LA § 98 LWl 2 938 (S| Ass if the camel saddles of the Malikiyya caravan leaving | Advanced specialist vocabulary, symbolic
the Dadi valley were great ships poetic ideas that require prior knowledge

Table 1: Representative examples of the 19 BAREC readability levels, with English translations, and readability
level reasoning. Underlining is used to highlight the main keys that determined the level.

or ‘this is a governmental authority without choices’

(harder readability).

We note that the decision to disregard diacritics

is in departure from Taha-Thomure

values the use diacritics as a strong design feature
of books intended for young readers. In a way,
we consider adding them as a bookmaking design
choice that complements and supports the chosen

readability level.

4.3 Dimensions of Textual Features

To determine the BAREC level, we identified six
dimensions of textual features, each specifying
the necessary features (keys) for each level. Ap-
pendix A includes a summary cheat sheet of these

guidelines in Arabic (as used by the

along with an English translation. The full guide-

lines will be made publicly available.

1. Number of Words

We count unique words

separated by white space and punctuation, ignoring

(2017) who

c20-kaf (20 words).

2. Orthography & Phonology
focuses on the difficulty of transferring from writ-

ten to spoken form,

annotators),

diacritization and meaning differences for words
with the same spelling in the same text. For ex-
ample, in Table 1(¢3-jim), the text has 4 words.
The maximum number of words is only used as a
determining features for levels c1-alif (1 word) to

This dimension

especially regarding word

length (syllable count), and the presence of certain
letters (such as Hamzas and weak letters). Final
diacritics are ignored in syllable counting, treating
words as if they end in wagf (silent ending). For ex-

ample the word in Table 1(cl-alif), 25351 Aarnabii

‘rabbit’ has a syllable count of 2 (ar-nab).




3. Morphology: Inflection and Derivation Ara-
bic is a morphologically rich and complex language
with templatic and concatenative morphological op-
erations in productive use. This dimension focuses
on leveling the various word morphology features
from derivation (the root and pattern that determine
the basic meaning) to inflection (the prefixes and
suffixes added to the word to specify its meaning),
as well as the relationship between them and lin-
guistic features such as gender, number, person,
tense, voice, etc. Examples of ordering decisions
include introducing simple present tense verbs (c1-
alif) before past tense (c6-waw), the singular (c1-
alif) before the plural (c4-dal), and that before the
dual (c¢7-zay), and delaying the introduction of pas-
sive voice, diminutive and energetic mood to higher
levels — ¢10-ya, ¢30-lam, c40-mim, respectively.
This dimension is used to distinguish up to level
c40-mim.

4. Syntactic Structures This dimension focuses
on the structure of the sentence, i.e., the syntactic
relationship between words. Examples of order-
ing decisions include starting with single words
(c1-alif), then introducing simple pairs of nominal
sentences, noun-adjective and nonun-noun idafas
(c2-ba). Temporal modifiers are introduced in ¢7-
zay, vocatives in ¢9-ta, and conditional sentences
in c40-mim. This dimension is used to distinguish
up to level ¢60-sin, where we relegate ambiguous
highly infrequent constructions that need diacriti-
zation to resolve.

5. Vocabulary This dimension focuses on the
choice of words used in the sentences/phrases un-
der evaluation. It is used with all levels and is espe-
cially important in higher levels. This dimension
intersects with other dimensions that filter some of
its options, e.g., the part-of-speech, spelling, and
inflection limit some of the possible words at lower
levels. Given Arabic’s evolving nature, we con-
sider linguistically Arabized foreign words as part
of the language and assess their readability accord-
ingly. Words in non-Arabic scripts are excluded
from classification. Examples of ordering decisions
include introducing MSA vocabulary items that ex-
actly match dialectal vocabulary before those that
are similar but have predictable phonological dif-
ferences. The guidelines occasionally reference
SAMER levels (Al Khalil et al., 2018) as a rough
guide. The harder levels introduce increasingly
technical vocabulary in arts and sciences.

6. Ideas & Content This dimension focuses on
organizing the levels of text in terms of three inter-
related aspects: (i) what prior knowledge is neces-
sary for comprehension? (nothing < Reader’s life
< General knowledge < Other cultures’ knowl-
edge < Specialized knowledge); (ii) what minimal
degree of symbolic unpacking is necessary for
direct understanding of the text? (no symbolism
< some symbolism (one or two ideas) < a lot of
symbolism and abstraction); and finally (c) what
degree of prior knowledge linking and additional
analysis are needed for direct understanding? (no
need < link without analysis < link with analysis).
At higher levels, we differentiate between general
knowledge terms (arts and sciences for the general
public) and specialized knowledge terms (language
of specialists). We recognize that evaluating these
aspects can be complex and subject to interpreta-
tion, and may vary among readers even within the
same age or education level group.

Problems and Difficulties The annotators are en-
couraged to indicate any text problems or difficul-
ties they encounter. Reportable problems include
spelling errors (e.g., in Hamza or Ta-Marbuta),
colloquial language, ungrammatical constructions,
and inappropriate topics (racism, bullying, pornog-
raphy, etc.). Difficulty is reported in case where
it is not possible to make a decision because of
conflicting considerations or guideline gaps.

S BAREC Corpus Annotation

5.1 Annotation Team

The BAREC annotation team comprised six native
Arabic speakers, all of whom are experienced Ara-
bic language educators. Among the team members,
one individual (AQO) brought prior experience in
computational linguistic annotation projects, while
the remaining five (A1-5) possessed extensive ex-
pertise in readability leveling, gained through their
involvement in the Taha/Arabi21 project.

5.2 Annotation Process

The annotation process began with AO, who led
sentence-level segmentation and initial text flag-
ging and selection. We followed the Arabic sen-
tence segmentation guidelines by Habash et al.
(2022). Subsequently, A1-5 were tasked with as-
signing readability labels to the individually seg-
mented texts. The annotation was done through
a simple Google Sheet interface. Al-5 received
folders containing annotation sets, comprising 100



randomly selected sentences each. The average an-
notation speed was around 2.5 hours per batch (1.5
minutes/sentence). Shared annotation sets were
included covertly to ensure quality and measure
inter-annotator agreement.

Before starting the annotation, all annotators
received rigorous training, including three pilot
rounds. These rounds provided opportunities for
detailed discussions of the guidelines, helping to
identify and address any issues. Finally, we con-
ducted a thorough second review of the corpus data,
resulting in every sentence being checked twice.

5.3 BAREC Dataset

We curated the BAREC dataset to include diverse
genres and topics, resulting in 274 documents, cate-
gorized into four intended readership groups: Chil-
dren, Young Adults, Adult Modern Arabic, and
Adult Classical Arabic. The distribution of data
for each group is shown in Table 2. We aimed to
balance the total word count across these groups.
As a result, children’s documents have more sen-
tences due to the typically shorter sentence length
in that genre. On average the length of sentences in
the Children group is 7.0 words, whereas it is 13.7
for Adult Classical Arabic. On average we se-
lected 419 words/document, although there is a lot
of variation among documents, which range from
complete books to chapters, sections, or ad hoc
groupings. All selected texts are either out of copy-
right, or are within fair-use representative sample
sizes. We collected data from various sources, in-
cluding educational curriculum, books, Wikipedia,
manually verified ChatGPT texts, children’s poems,
UN documents, movie subtitles, classical and reli-
gious texts, literary works, and news articles. All
details are available in Appendix B.

6 Results

6.1 Inter-Annotator Agreement

We conducted four inter-annotator agreement
(IAA) studies: three 100-sentence pilots during
training to enhance agreement, and a final official
study using 200 sentences, which we report on next.
The average pairwise exact-match over 19 BAREC
levels between any two annotators is only 49.2%,
which reflects the task’s complexity. Allowing a
fuzzy match distance of up to 1, 2, 3, or 4 lev-
els raises the match to 64.6%, 77.1%, 87.2%, and
93.2%, respectively. The overall average pairwise
level difference is 1.38 levels. The average pair-

Group #Docs |#Sents | #Words
Children 30| 4,363| 30,502
Young Adults 42| 2,307| 29,465
Adult Modern Arabic 74| 1,952| 26,108
Adult Classical Arabic| 128| 2,009 27,576
Total 274(10,631|113,651

Table 2: Summary statistics of the BAREC Corpus

wise Quadratic Weighted Kappa 79.9% (substantial
agreement) confirms most disagreements are minor
(Cohen, 1968; Doewes et al., 2023).

Second Round QC  After the above-mentioned
TIAA, we made some minor guideline clarifications
and did some continued training. Then we con-
ducted a second round of full annotation quality
check where every example was checked by a dif-
ferent annotator from the first round. In total 40%
of the labels changed with an average level distance
of 0.97; the average pairwise Quadratic Weighted
Kappa between the two rounds is 85.5%.

6.2 Analysis of Annotation Distributions

Flagged Segments The actual number of anno-
tated segments is 10,896; but 2.3% were excluded
for flagged problems, and 0.13% excluded for
flagged difficulties.

Readership Groups and Readability Levels
Figure 2 visualizes the annotation distributions
across the four readership groups identified based
on educated guesses and self-declared target read-
ers. Full details are in Appendix D. Children’s texts
dominate the easier levels (cl-alif to ¢8-ha), while
Classical texts dominate the harder levels (¢90-sad
and ¢100-qaf), as expected. The middle levels
contain a mix of all groups. Interestingly, some
Children texts include advanced materials, which
may need revision, or can be arguably justified for
educational purposes.

Readability Level Patterns In terms of total
counts, Figure 2 exhibits a slightly skewed dis-
tribution, notably with lower counts for ¢9-ta and
higher counts for ¢50-nun. This pattern could stem
from the limited sample size or potential biases
in text selections. Notably, the guidelines for ¢9-
ta feature specific uncommon linguistic elements
like the dual command form, vocative, emotional
vocabulary, and the Hamza interrogative particle.

Readability Level and Text Length Figure 3
presents two charts comparing readability levels
with segment lengths. The overall averages show
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Figure 3: Charts comparing the average sentence length
(left) and the distribution of lengths (right) per level

a generally expected linear pattern from cl-alif
to ¢10-ya/c20-kaf, continuing to ¢70-ayn before
dropping off, as higher-level texts, often poetry, are
shorter than prose. The length distribution chart, in
Figure 3(right), highlights variability within each
readability level, confirming that annotators did not
strictly use segment lengths for readability level
annotation.

6.3 Automatic Readability Assessment

We train sentence-level classifiers by finetun-
ing CAMeLBERT-MIX (Inoue et al., 2021),
MARBERT (Abdul-Mageed et al., 2021) and
AraBERTvV2 (Antoun et al., 2020) to benchmark
the baseline performance given the dataset. We
split the dataset into 90% for training and 10% for
testing. We finetune the models using the Trans-
formers library (Wolf et al., 2019) on a NVIDIA T4

Metric CAMeLBERT |MARBERT |[AraBERT
Accuracy @1 58% 56% 57%
Accuracy @2 73% 72% 73%
Accuracy @3 83% 82% 82%

CL Rank 2.23 2.31 2.24

CL Distance 1.06 1.10 1.07

QWK 84% 84% 84%
Table 3: Results of automatic readability assess-

ment comparing CAMeLBERT-MIX, MARBERT, and
AraBERTv2. CL Rank is the average rank of the correct
label; CL Distance is the average distance from the cor-
rect label; and QWK is the Quadratic Weighted Kappa.

GPU for three epochs with a learning rate of 5e-5,
and a batch size of 16. Table 3 shows the results
of finetuning the three models for readability pre-
diction as a text classification task. We report with
the following metrics: Accuracy@n (correct label
is within the top n predictions), Average Rank of
the Correct Label, Average Distance from Cor-
rect Label, and Quadratic Weighted Kappa. The
performance of the compared systems is generally
similar. Their results are comparable with the IAA
numbers, showing a robust Quadratic Weighted
Kappa score of 84%. We anticipate that perfor-
mance will improve further with additional data.

7 Conclusions and Future Work

We introduced the BAREC project addressing the
need for comprehensive Arabic language resources
across various readability levels. We developed
detailed guidelines, trained annotators, and labeled
10,000+ sentences. The guidelines and corpus
will be publicly available. We also demonstrated
the application of the corpus in automatic level-
ing, achieving promising results. Future work will
expand the corpus’s size and diversity, refine the
guidelines to address sources of disagreement, and
enhance automatic readability models.



Limitations

One notable limitation is the inherent subjectiv-
ity associated with readability assessment, which
may introduce variability in annotation decisions
despite our best efforts to maintain consistency. Ad-
ditionally, the current version of the corpus may
not fully capture the diverse linguistic landscape
of the Arab world. Finally, while our methodology
strives for inclusivity, there may be biases or gaps
in the corpus due to factors such as selection bias in
the source materials or limitations in the annotation
process. We acknowledge that readability measures
can be used with malicious intent to profile people;
this is not our intention, and we discourage it.

Ethics Statement

All data used in the corpus curation process are
sourced responsibly and legally. The annotation
process is conducted with transparency and fair-
ness, with multiple annotators involved to mitigate
biases and ensure reliability. All annotators are
paid fair wages for their contribution. The corpus
and associated guidelines are made openly acces-
sible to promote transparency, reproducibility, and
collaboration in Arabic language research.
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A BAREC Annotation Guidelines Cheat Sheet

A.1 Arabic Original
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A.2 English Translation

BAREC Level | Grade ACTFL ‘Word Count pellil Morphology Syntax Vocabulary Idea / Content
X1-alif | + One-syllable and « Singular imperfective verb + One word « Common noun « Direct, explicit, and concrete
two-syllable words « Proper noun (frequent and simple) idea.
. * Personal pronouns (non-clitics) + No symbolism in the text.
Prel-1 | Novice Low ! + Vocabulary identical to dialectal form -
SAMER I
+ Numbers (Arabic or Indo-Arabic) 1-10
X2-ba = « Three-syllable words « Verb
* Adjective
. * Vocabulary similar to dialectal form -
Novice Low <2 SAMER T
* Spelled cardinal numbers
« The five nouns: Abw (father), Axw (brother)
1 « Prtoclitic: Definite article A/+ « Apposition (full) + Common MSA vocabulary - SAMER I
* Proclitic: Conjunction wa+ * Demonstratives. « Singular demonstrative pronoun
Novice Mid “ « Enclitic: FlrlePerson Singular . Nul%\bsrs. 11-100
pronoun
Xd-dal « Words with an elongated |+ Plural imperfective verb « Verbal sentence wio direct object « Prepositions
Novice Mid <6 Alif (e.g. /2sif]) * Prepositional proclitics « Preposition and object
+ Nunated adverbials
X5-ha & « Four-syllable words « Enclitic: Singular and Plural « Verbal sentence with one nominal |+ Ordinal numbers « Content is from the reader’s
pronouns direct object * Numbers: 101-1,000 life.
« Dual (in nouns and adjectives) + Conjoined sentences « Dual and plural demonstrative pronoun |+ No symbolism in the text.
Novice High =8 * Sound feminine plural * Basic interrogative particles: what,
when, who, where, how
+ Exclamatory form: how <comparative
adjective>
X6-waw $ N « Five-syllable words « Singular and plural perfective verb |+ Sentence with two verbs (e.g., a + MSA vocabulary - SAMER T
‘ Novice High <9 + Sound masculine plural verbal sentence a clausal direct object
introduced with Masdar 'an [~to/that])
X7-zay 3 « Six-syllable or more words| Dual perfective verb + Adverbial accusative (time and place |+ High frequency MSA vocabulary - SAMER |+ Some symbolism, or not
 Verbs/nouns with weak * Dual imperfective verb adverbs) il everything is stated directly in
Intermediate <10 final letters * Singular imperative verb * Circumstantial accusative the sentence.
Low = « Enclitics: dual pronoun « Interrogative particle hal
* Broken plurals
+ Waw of oath
X8-hag * Plural imperative verb + Absolute object the * MSA vocabulary - SAMER I and 1T + Some symbolism that
* Feminine plural suffix (nn) in verb) « Negation particles requires the reader to seek help
nouns and verbs * Object of purpose * Numbers: 1,001-1,000,000 to understand the idea.
Intermediate . . .
Low <11 * Other proclitics: future sa+, « Object of accompaniment
continuation wa-+, conjunction fa+ * Verbal sentence with two direct
« Conjunctions (e.g., then, until, or, |objects
3 whether, but, as for)
X9-ta b « Dual imperative verb « Vocative « Vocabulary describing positive and negative |+ Some symbolism at the event
. « Interrogative Hamza emotional and mood states like joy, level in the sentence that the
Intermediate .
Mid =12 * Ba of oath ) . happiness, anger, regret, sorrow rc:.ldcr understands through
« Oath: The particle of oath, the object prior knowledge.
of the oath, and the answer to the oat
X10-ya ¢ « Passive voice « Inna and its sisters (particles « Singular relative pronouns
introducing a subject) « Verbal particles gad and lagad
« Kana and its sisters (past tense verbs) |+ Preposition-Conjunctions: mimma, fima...
Intermediate « Preposed predicate, postponed subject
. =I5 . :
Mid * Chain of narration
4 « rubba preposition construction
* Relative clauses
« Ci and object clauses
X20-kaf & « Acting derivatives (e.g., the active | » Nominal sentence with a nominal « Dual and plural relative pronouns + A degree of symbolism and a
Intermediate .
High <20 participle) predlca!e need for prior knowledge to
= « False idafa (tall in stature) understand the meaning of the
X30-lam J « Diminutive form « Parenthetical sentences (explanation, |+ MSA vocabulary - Samer ITT sentence.
blessing) « Frozen Verbs (e.g., Amiyn Amen)
* Exception * Numbers: > 1,000,000
5 Advanced Low « Exclusivity « Five Nouns: Dhu (possession nominal)
« Apposition (e.g., partitive or « Interjections: bala, Ajal, etc.
containing)
* Specification (tamyiyz construction)
X40-mim » * Energetic mood (emphatic nun) « Conditional sentences (compound - |+ Words describing deep psychological states |+ Symbolic ideas and deeper
. «Ta of oath simple) like depression, loss, psychological alertness |meanings, especially in terms
6-7 Advanced Mid . . . N . .
« Jussive particle lamma (not yet) « Use of coined, uncommon words of the psychological dimension
+ Abbreviations (c.g., of characters/events.
X50-nun & « Semantic emphasis « MSA vocabulary - SAMER IV * Local cultural expressions
« Praise and dispraise « Geeneral legal, scientific, religious, political | that may not be understood by
8-9 | Advanced High « Masdar 'an clause as a subject vocabulary, etc. those outside the culture.
« Exclamatory form: <comparative « Five Nouns: fiv, Hmw
adjective> bih min
X60-sin o + Uncommon constructions thatare |+ Specialized vocabulary that requires + Symbolic, abstract, scientific,
i and need diacriti for ing the concept/idea to or poetic ideas that require
10-11 | Superior Low clarification comprehend it prior linguistic and cognitive
« Shortening in proper names (e.g., fatim for |knowledge to understand.
fatima)
X70-ayn & « MSA vocabulary - SAMER V
« Specialized and highly elevated Arabic
12 Superior Mid vocabulary not commonly used in public
discourse.
« Vocabulary mostly distant from dialects.
X80-faci | University « Scientific and heritage vocabulary not in
80 Year 1.2 | Stperior High use today, but familiar to a novice specialist
X90-sad University . + Scientific and heritage vocabulary not in
9% | Neur34 | Distinguished use today, but familiar to a specialist
X100-qaf & + Scientific and heritage vocabulary not in
Specialist | Distinguished+ use today, but familiar to the advanced
researcher specialist
Difficulty | This tag is used when there is difficulty in ing the level. It is preferred to use this tag so that the team can find a solution (for example, by adjusting the criteria or adding explanatory details).
Problem |Generally, we use this tag |+ Spelling mistakes (c.g., Hamzas, Ta Marbuta, Alif magsura/Ya) However, in the following cases, we provide the level and add a note in the comments column:
for sentences containing: « Errors in diacritics « Error in Hamzat al-Wasl/Hamzat al-Qat' == ()
« Linguistic awkwardness (illiteracy, colloquialism, poor translation from a foreign | Offensive words >>(g)
language) « Error in diacritics at the beginning of the sentence >> (<)
« Inappropriate topics (racism, bias, bullying, pornography, etc.) * Dotted Yaa missing at the end of the word >>(g)
« Sentences and phrases mostly written in languages other than Arabic or in
non-Arabic script
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B BAREC Dataset Details

Emarati Curriculum The first unit of the UAE
curriculum textbooks for the 12 grades in three

subjects: Arabic language, social studies, Islamic
studies (Khalil et al., 2018).

Hindawi A subset of 8 books from Hindawi clas-
sified as children stories, * and Ahmed Shawgi’s
collection of peoms for Children.’

Wikipedia A subset of 20 Arabic wikipedia arti-
cles covering Culture, Figures, Geography, History,
Mathematics, Sciences, Society, Philosophy, Reli-
gions and Technologies.®

ChatGPT To add more children’s materials, we
ask Chatgpt to generate 200 sentences ranging from
2 to 4 words per sentence, 150 sentences ranging
from 5 to 7 words per sentence and 100 sentences
ranging from 8 to 10 words per sentence.’” Not all
sentences generated by ChatGPT were correct. We
discarded some sentences that were flagged by the
annotators. Appendix C shows the prompts and the
percentage of discarded sentences for each prompt.

Collection of Children poems (Other) Exam-
ple of the included poems: My language sings

(s d’;_;.)), Poetry and news (‘,L?';‘j J\-ﬂ-ﬂ), and

The cat and the Eid’s hat (sua)! i3y &adll) (Al-
Safadi, 2005; Taha-Thomure, 2007).

UN The Arabic translation of the Universal Dec-
laration of Human Rights.®

Subtitles A subset of the Arabic side of the Open-
Subtitles dataset (Lison and Tiedemann, 2016).

The Suspended Odes (Odes) The first ten verses
of the ten most celebrated poems from Pre-Islamic
Arabia (o alad! Mu’allaqat). All texts were ex-

tracted from Wikipedia.’

Quran The first Surah, the last 14 Surahs, the
first 106 verses from the second Surah and the
first 108 verses from the third Surah from the Holy

4https://www.hindawi.org/books/categories/
children.stories/
5https://www.hindawi.org/books/7®706142/128/
6https://ar.wikipedia.org/
7https://chatgpt.com/
8https://www.un.org/ar/about—us/
universal-declaration-of-human-rights
https://ar.wikipedia.org/wiki/es\alal!
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Quran. We selected the text from the Quran Corpus
Project (Dukes et al., 2013).10

Hadith The first 47 Hadiths from Sahih Bukhari
(al Bukhari, 846). We selected the text from the LK
Hadith Corpus!! (Altammami et al., 2019).

One Thousand and One Nights (1001) The
openings and endings of the opening narrative and
the first eight nights from the Arabian Nights (Un-
known, 12th century). We extracted the text from
an online forum.'?

Hayy ibn Yaqdhan (Hayy) A subset of the philo-
sophical novel and allegorical tale written by Ibn
Tufail (Tufail, 1150). We extracted the text from
the Hindawi Foundation website.'3

Old Testament (OT) The first 225 words from
each of the first 20 chapters of the Book of Genesis
(Smith and Van Dyck, 1865).4

New Testament (NT) The first 280 words from
each of the first 16 chapters of the Book of Matthew
(Smith and Van Dyck, 1860).

Sara The first 1000 words of Sara, a novel by Al-
Akkad first published in 1938 (Al-Akkad, 1938).
We extracted the text from the Hindawi Foundation
website. 1

WikiNews 70 Arabic WikiNews articles cover-
ing politics, economics, health, science and tech-
nology, sports, arts, and culture (Abdelali et al.,
2016).

Some datasets are chosen because they already
have annotations available for other tasks. For ex-
ample, dependency treebank annotations exist for
Odes, Quran, Hadith, 1001, Hayy, OT, NT, Sara,
and WikiNews (Habash et al., 2022).

10https://corpus.quran.com/
"https://github.com/ShathaTm/LK-Hadith-Corpus
12http://al—nada.eb2a.com/1@®01e1a&lela/
Bhttps://www.hindawi.org/books/90463596/
Yhttps://www.arabicbible.com/

BShttps://www. hindawi.org/books/72707304/


https://www.hindawi.org/books/categories/children.stories/
https://www.hindawi.org/books/categories/children.stories/
https://www.hindawi.org/books/70706142/128/
https://ar.wikipedia.org/
https://chatgpt.com/
https://www.un.org/ar/about-us/universal-declaration-of-human-rights
https://www.un.org/ar/about-us/universal-declaration-of-human-rights
https://ar.wikipedia.org/wiki/
https://corpus.quran.com/
https://github.com/ShathaTm/LK-Hadith-Corpus
http://al-nada.eb2a.com/1000lela&lela/
https://www.hindawi.org/books/90463596/
https://www.arabicbible.com/
https://www.hindawi.org/books/72707304/

Table 4: BAREC Dataset Details: the texts used to build the dataset, their groups and sources, and the number of

documents, sentences, and words extracted from each text.
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Group Source Text # Documents |# Sentences [# Words
adalalia jualy e 1 364 1,163
(B S PPY 1 33 416
Other el sl lacsf 1 96 333
2l dad y el 1 25 235
($dha Ol 5 1 359 1,879
Y5l £l 403 1 78 471
Children . . a5l 1 150 1,498
Hindawi — =
Adey ) 1 104 750
ALl 5,5l 1 13 247
Emarati Curriculum Grades 1 -6 18 2,700 21,016
2-4 word sentences 1 195 849
ChatGPT 5-7 word sentences 1 152 766
8-10 word sentences 1 94 879
el sl 1 89 1,067
el a3 QLY asd (ya o)) 1 136 1,853
Hindawi JR5 Bipa ald 1 148 1,812
AR el Gaila &S 1 129 1,827
Sk ol g - i gl 1 126 825
Emarati Curriculum Grades 7 - 12 17 1,026 9,805
& 5 ) 1 36 622
by ) 1 31 609
Dol ae G gee 1 34 660
S sy 1 32 656
sasial i yall il LY 1 32 601
A gial) dglasl) 5 lal) 1 24 651
Young Crbanall g 5 1 29 638
Adults i) b 1 26 632
ol 1 35 604
Wikipedia RSB 1 22 397
Sl ale 1 34 664
Agul 1 41 691
ks 1 33 679
alel Zas ) Ko 1 15 377
il 1 38 682
iSa 1 56 607
A3 5 1 33 635
S g s 1 38 640
(elihial 6183 1 37 664
Auaia 1 27 567
WikiNews Wikinews 70 986 18,204
Adult Other Jssasl) 1 329 2,300
Modern UN Universal Declaration of Human Rights 1 86 1,270
Arabic Subtitles Subtitles 1 498 3,169
Sara (Aaall) 5 5l 1 53 1,165
Hayy [BLETISTIEN 1 65 1,038
1001 A, A 17 426 4,559
Adult Hanging Odes Gkl 10 166 1,547
Classical Quran Selected Surahs 17 294 4,825
Arabic Old Testament Selected Chapters 20 333 5,546
New Testament Selected Chapters 16 332 5,581
Hadith Selected Hadiths 47 393 4,480
Totals 274 10,631 113,651




C ChatGPT Prompts

Targeted
Prompt | #Words per Prompt Text % Discarded
Sentence
I am creating a children's textbook to practice reading in Arabic. I need short
2-4 sentences containing 2 to 4 words that are limited to children's vocabulary. 1.5%
Prompt 1 Give me 200 sentences in Standard Arabic -- no need to include English.
Examples P
AgSlal s )
I am creating a children's textbook to practice reading in Arabic. [ need
5.7 5-word, 6-word, and 7-word sentences that are limited to children's 13%
vocabulary. Give me 150 sentences in Standard Arabic -- no need to include =
Prompt 2 English.
B0S b et il ol auY)
Examples . ’
BnS 3alasy (g Sy g bl 8 (o galy JUilaY)
I am creating a children's textbook to practice reading in Arabic. I need long
210 sentences (8-word, 9-word, and 10-word sentences) that are limited to 1.0%
children's vocabulary. Give me 100 sentences in Standard Arabic -- no need to e
Prompt 3 include English.
S plall B ) adial) (350 88 ()Y
Examples . o Wy 2 .
g AN g8 Gedel iy de sy )tV Gl 2 A8

Table 5: ChatGPT Prompts. % Discarded is the percentage of discarded sentences due to grammatical errors.

D Detailed Annotation Stats

) S Adult Adu.lt
RL Children Adults Modern | Classical | Total %
Arabic Arabic
cl-alif 86 4 3 0 93 0.9%
c2-ba 90 11 2 0 103 1.0%
¢3-jim 322 31 35 21 390 3.7%
c4-dal 160 26 8 2 196 1.8%
c5-ha 526 109 29 6| 670 6.3%
c6-waw 270 52 35 40( 397 3.7%
c7-zay 772 135 64 191 990 9.3%
c8-ha 427 159 264 161| 1,011 9.5%
c9-ta 167 31 47 44 289 2.7%
cl10-ya 451 291 364 196| 1,302 12.2%
¢20-kaf 324 224 124 43 715 6.7%
¢30-lam 469 362 286 566| 1,683 15.8%
c40-mim 81 117 96 306 600 5.6%
¢50-nun 198 489 509 318| 1,514 14.2%
€60-sin 18 158 58 123| 357 3.4%
¢70-ayn 2 82 21 49 154 1.4%
c80-fa 0 23 7 70 100 0.9%
€90-sad 0 2 0 38 40 0.4%
¢100-qaf 0 1 0 26 27 0.3%
Total 4,363 2,307 1,952 2,009(10,631| 100.0%

Table 6: Detailed Annotation Statistics across Readability Levels and Reading Groups.
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